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Abstract - A brain tumor is a disease by which many people are affected. It is differentiated into two 

types-mainly benign and malignant tumors. The benign is a non-cancerous tumor and it can be removed by 

surgery. In India, every year 40,000- 50,000 persons are diagnosed with brain tumor. Traditionally, 

radiologists manually detect and calculate the size of the tumor from CT scan images during regular 

screening. Out of which, approximately, 10% to 30% of tumors are missed by them. Data mining is an 

effective technique for mining valuable examples or data from picture and literary informational 

collections. We proposed Enhanced PCA-FGIST for identifying the tumor possibilities. Therapeutic data 

mining is vital field as it has critical utility in human services area in reality. The principle thought of this 

audit paper is to exhibit a review about Brain tumor identification framework and EPCA-FGIST data 

mining techniques utilized. 

Keywords: Brain Tumor Identification; Data Mining, EPCA, FGIST, Feature Extraction, Pre-Processing, 

MRI, neural network, 

1. Introduction 

Brain is the most crucial organ of the human body. Generally, it is regarded as the governing point 

of human body. Almost each and every vital activity of human body is controlled by the brain. Brain is 

considered responsible for governing emotions, movement, intelligence, speech, memory, senses, thought, 

physical activity, taste, creativity, etc. Brain tumors seem at any location, in several image intensities, will 

have a spread of shapes and sizes. Brain tumors may be malignant or benign. Benign brain tumors have a 

homogenized structure and don't contain cancer cells. They will be either monitored radiological or 

surgically destroyed utterly, and that they rarely grow back. Filters are used to remove noise from the 
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image. Noise is basically distortion in the image due to variation of brightness. The brain tumor is an 

uncontrolled boom of tumor cells in our mind due to unsuitable human lifestyles and residing and 

unbalanced diet. According to the World Health Organization, tumors can be labeled into subsequent 

organizations:  

Grade I: Pilocytic or benign, slow-growing, with well-set out borders.  

Grade II: Astrocytoma, slow-growing, rarely spreads along a well-defined border.  

Grade III: Anaplastic Astrocytoma grows faster.  

Grade IV: Glioblastoma Multiforme, the most invasive malignant, spreads to nearby tissues and 

develops rapidly. 

Many diagnostic imaging methods, including Computed Tomography (CT), Positron Emission 

Tomography (PET), and Magnetic Resonance Imaging (MRI) may be used for early diagnosis of brain 

tumors. MRI is a type of scan that uses magnetic fields and radio waves, rather than X-rays, and computers 

to create detailed pictures of the brain. Magnetic resonance imaging (MRI) is the most common types of 

tests used to diagnose brain tumors. Improving the ability to identify early-stage tumors is an important 

goal for physicians, because early detection of class of disease is a key factor in producing successful 

treatments. 

Brain Tumor 

Our Brain is the commander-in-chief for all functions in the body and the center of the nervous system. 

It is the most complex and the fattiest organ made of billions of nerve cells. There is two types of brain 

tumors namely primary tumor and secondary or metastatic tumor. Usually, the primary brain tumor outsets 

in the brain and tends to stay during its growth tenure. Whereas, the secondary brain tumor commences 

elsewhere as cancer in the body and later spreads to the brain region. 

A brain tumor, known as an intracranial tumor, is an abnormal mass of tissue in which cells grow and 

multiply uncontrollably, seemingly unchecked by the mechanisms that control normal cells. More than 150 

different brain tumors have been documented, but the two main groups of brain tumors are 

termed primary and metastatic.Primary brain tumors include tumors that originate from the tissues of the 

brain or the brain's immediate surroundings. Primary tumors are categorized as glial (composed of glial 

cells) or non-glial (developed on or in the structures of the brain, including nerves, blood vessels and 

glands) and benign or malignant. 
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Figure 1. Symptoms of Brain Tumor 

The human brain consists of three main anatomical parts; the forebrain, midbrain and hindbrain. All 

cancers, malignant growth arising from any area is referred to as primary brain cancer.  Cancers that 

metastasize to the brain from other organs are termed as secondary or metastatic brain cancer. It is often 

rare for brain tumors to spread to other parts of the body (excluding spine) due to the blood-brain barrier in 

the body. The 10 most common brain tumor symptoms are as follows:  

1. Headache: 

Not all headaches are indicative of brain tumor. The classic brain tumor headache is not as 

common as migraine or tension-type headache. Imaging (MRI/CT) is an important and necessary step 

to determine the reason for the headache.  

2. Seizure: 

A seizure is a sudden surge of electrical activity in the brain. The nature of seizures can vary 

depending on the lobe it affects. Some seizures may be hardly noticeable, while others may be 

extremely debilitating. Also commonly known as convulsions or epilepsy, is the most common brain 

tumor symptoms. 
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3.  Nausea or vomiting: 

Intracranial pathology such as brain tumor can cause nausea or vomiting. The increased 

intracranial pressure or the direct stimulation of the vomiting centre in the brain stem can trigger 

vomiting or nausea in brain tumor patients. Vomiting and nausea are also common symptoms of other 

pathology such as gastrointestinal infections.  

4. Issues with the vision: 

If a brain tumor is in the region affecting vision or optic nerve, then it could produce symptoms 

such as blurred vision, double vision, foggy vision, partial or total blindness, colour blindness, loss of 

peripheral vision.  

5. Peripheral neuropathy & neurological symptoms:  

Brain tumor and CNS cancer can cause significant neurological morbidity. Both the central 

nervous system and the peripheral nervous system are susceptible to the effects of the disease. The 

cancers can metastasize to the spine and in many cases can cause spinal cord compression or cord 

transaction due to the involvement of the vertebra in cancer.  

6. Confusion and issues with self-identity: 

Brain tumor can cause alterations to neurocognitive ability. Confusion regarding self-identity 

may also arise. The tumor can cause alterations to consciousness and neurocognitive domains that 

could affect self-identity.  

 

7. Memory loss and issues with perception & judgment: 

Brain tumors can affect the neurocognitive domain such that memory and perception may also 

be affected. The patient may be unable to recall events.  A patient’s ability for perception may be 

greatly affected and may include symptoms of brain tumor such as hallucinations and issues with 

impulse control. 

8. Sleep-wake disturbances: 

Issues with the sleep-wake cycles are the most severe and common symptoms reported by 

primary brain-tumor patients. Patients with sleep-wake disturbances may complain of difficulty 

initiating or maintaining sleep, waking too early, waking up feeling un-refreshed, excessive day time 

sleep, etc. 

9. Communication Issues (Language impairment):  

The temporal lobe is responsible for processing semantics both speech and vision. Along with 

the frontal lobe, they are able to produce and understand languages. Communication issues may 

include language impairment, speech difficulties, loss of memory resulting in loss of words and poor 

recall, inability to judge a conversation, etc.  
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10. Hearing loss/issues & issues with balance:  

In brain tumors that affect eighth nerve, hearing loss or impairment, tinnitus (ringing noise in 

the ear) is common. Hearing loss may be noted by a reduced ability to understand what is being 

spoken. If the tumors extend beyond and affect the vestibular system which is responsible for 

maintaining body balance, gait and balance issues. 

Data Mining 

Data mining is a best technique in many fields and it has a great possible to facilitate for healthcare 

industries to focus on the detection of unsafe diseases. Classification is a great information mining 

method in light of machine learning. The order procedure is utilized to Classification everything in an 

arrangement of information into one of predefined set of gatherings or classes. Arrangement strategies 

depend on scientific systems, for example, measurements and straight programming and so on. 

 

 

2. Literature survey 

1. J. Seetha et.al put forth the usage of MRI images for brain tumor diagnosis. The MRI scan usually 

produces data in abundance which makes the manual classification process of tumor vs. non-tumor 

very time consuming. Though it offers precise quantitative metrics for restricted no: of images. 

Therefore, there arises a need for automated and trustworthy classification approaches to reduce the 

human death ratio. The automated brain tumor classification tends to be very complex in large spatial 

and structural inconsistency of nearby areas of brain tumor. Herein, proposed an automatic brain tumor 

detection approach by adopting the CNN classification [10]. N. Varuna Shree et.al, targets on noise 

removal technique, extraction of GLCM (gray-level co-occurrence matrix) features, brain tumor region 

growing segmentation (DWT based) for minimizing the complexity and enhancing the performance. 

Subsequently, the morphological filtering is employed that aids in noise removal which may get build 

up after segmentation. The probabilistic neural network classifier is being utilized for training and 

testing the accuracy performance for detecting tumor location concerning the MRI images of brain. 

2. Z. Shi et al. study on survey on neural networks used for medical image processing, in their study, key 

features of medical image pre-processing, segmentation, and object detection and recognition were 

used. The study employed Hopfield and feed-forward neural networks. The feed-forward and Hopfield 

neural networks are simple to use and easy to implement. The advantage of Hopfield neural networks 

is that it does not require pre-experimental knowledge. The time required to resolve image processing 
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difficulty is substantially reduced by using trained neural network. In this review, neural networks can 

solve the problem of medical image processing. 

3. G. Rajesh Chandra et.al, presents the idea of softthresholding DWT for improvisation and genetic 

algorithms for the purpose of image segmentation. It’s revealed that such algorithms can be 

implemented forgery-level magnetic resonance images. The proposed approach utilizes the potential of 

GA for resolving optimization issues with a large search space (which represents label of every single 

image pixel). Also, the proposed method integrates any prior available knowledge (like the local 

ground truth). The established method obtained SNR value ranging from (20 to 44) and segmentation 

accuracy from (82% to 97%) related to detected tumor pixels on the basis of ground truth. 

3. Proposed Methodology 

Brain Tumor Detection System 

Brain tumor is a wild and irregular development of cells in the Brain. Brain Tumors are of two kind’s 

essential or kindhearted Brain tumors and metastatic or harmful Brain tumors. Essential Brain tumors begin 

and spread just in the Brain. Metastatic Brain tumors can start some place in the body as disease and reach 

out to the Brain. Different strategies, which are accessible in finding, are master assessment, human 

examination, biopsy, and so on. These techniques have a few disadvantages like time utilization, erroneous 

investigation and so on. So, picture handling systems can be useful to recognize Brain tumor. 

 

Figure 2. Brain tumor detection 

There are different therapeutic imaging strategies like x-beam, figured tomography (CT), positron 

discharge tomography (PET), attractive reverberation imaging (MRI), are accessible for tumor location. 

The MRI is the most generally utilized methodology for Brain tumor development imaging and area 

discovery because of its higher determination. Attractive Resonance Imaging (MRI) is an imaging strategy 

which no obtrusively gives high differentiation pictures of various anatomical structures. It gives preferred 

separation of tissues over other therapeutic imaging methods. Assessment and investigation of MRI 

pictures by radiologists is mistake inclined and tedious. Thus, radiologists can utilize an algorithmic picture 
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preparing in Brain tumor determination in MR pictures, particularly because of expansive changes fit as a 

fiddle and size of structures should be considered for Brain tumor location and division. 

 

Figure3. Common Design of Brain Tumor Detection System 

Testing Part  

Diagnosing a brain tumor usually involves three steps: 

• A neurological exam. 

• Brain scans: CT (or CAT) scans MRI, occasionally an angiogram or X-rays, and others. 

• A biopsy (tissue sample analysis) 

Training part 

If a patient's brain tumor is slow growing and is not causing any problems, it may not require 

immediate treatment. In these cases, watchful waiting may be appropriate. This involves monitoring the 

tumor with testing and tracking the patient's symptoms. If the tumor increases in size and/or starts to cause 

new symptoms, further treatment may be necessary. 

Pre-Processing 

The primary task of pre-processing is to improve the quality of the MR images and make it in a 

form suited for further processing by human or machine vision system. In addition, pre-processing helps to 

improve certain parameters of MR images such as improving the signal-to-noise ratio, enhancing the visual 

appearance of MR image, removing the irrelevant noise and undesired parts in the background, smoothing 

the inner part of the region, and preserving its edges. To improve the signal-to-noise ratio, and thus the 

clarity of the raw MR images, we applied adaptive contrast enhancement based on modified sigmoid 

function. 

A modified FCM algorithm for MR brain tumor segmentation was proposed. It depended on 

information pressure through quantization and collection of intensity levels, and in this manner the dataset 
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size is diminished. This tends to the issue of FCM having a lethargic assembly rate in its iterative 

procedure and diminishes the time taken by the PC to wrap up.  

A technique for segmentation utilizing shading based K-means clustering segmentation was 

proposed. This utilized the shading space change function utilizing the CIE Lab shading model and joins it 

with histogram insights and K-means clustering. The constraints, as noted, are that the algorithm likewise 

distinguishes the cerebrospinal liquid and the white matter and furthermore can't actually recognize the 

position.  

In this stage, the image is ready for handling by changing it over to grayscale, eliminating 

commotion and improving it so the preparing algorithm works better.  

Grayscale Conversion: The MRI picture is converted to grayscale by utilizing a grayscale design picture. 

This yields a picture where the pixels have power esteems from 0 to 255, with 0 being dark and 255 being 

white. Any worth in the middle relies upon the force of that part comparable to the two limits. There is a 

typical misconception where grayscale pictures are called high contrast yet technically they are most 

certainly not. 

Filtering: Filters are used to remove noise from the image. Noise is basically distortion in the image due to 

variation of brightness. A median filter was used to remove the noise in the grayscale image using the 

equation (1). This filter replaces pixel values with the median of the neighboring pixels. 

𝑥 ̂(𝑚, 𝑛) = 𝑚𝑒𝑑𝑖𝑎𝑛[𝑦(𝑚 − 𝑇, 𝑛 − 𝑇), … 𝑦(𝑚 − 𝑇, 𝑛 + 𝑇), … 

                        𝑦 ̂(𝑚, 𝑛), … , 𝑦(𝑚 + 𝑇, 𝑛 − 𝑇), … , 𝑦(𝑚 + 𝑇, 𝑛 + 𝑇)]                     (1) 

 

Feature Extraction  

Feature extraction is the name for methods that select and join variables into features, successfully 

reducing the measure of information that should be processed, while still precisely and totally depicting the 

first informational collection. Feature extraction is the following cycle to be done subsequent to reducing 

the noise in the MR pictures. Numerous features are extricated features are utilized to recognize the 

particular sort of tumor in the brain. 

Numerous features are extracted from the segmented image and the extracted features are utilized to 

recognize the particular kind of tumor in the cerebrum. In this proposed technique we extricate the 

accompanying features.  

1. Shape Features-circularity, irregularity, Area, Perimeter, Shape Index  

2. Intensity features–Mean, Variance, Standard Variance, Median Intensity, Skewness, and  

http://www.jetir.org/


© 2021 JETIR August 2021, Volume 8, Issue 8                                                    www.jetir.org (ISSN-2349-5162) 

JETIR2108131 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org b18 
 

3. Kurtosis Texture features–Contrast, Correlation, Entropy, Energy, Homogeneity, cluster shade, sum of 

square variance. Accordingly, 3 kinds of features are extracted, which describe the structure information of 

intensity, shape, and texture. However these features will have redundancy to remove that we are going for 

feature reduction. 

Feature Reduction  

More number of highlights increases the computational time and memory stockpiling and 

subsequently makes the classification of pictures more confounded. Principle component analysis (PCA) is 

a proficient instrument to lessen the dimension of a data set comprising of numerous variables connected 

with one another, either vigorously or gently, while retaining the variety present in the dataset, up to the 

maximum degree. PCA is perhaps the most utilized linear dimensionality decrease technique. 

ENHANCED PCA-FORMALIZED GENERALIZED SEARCH TREE METHOD  

The Enhanced PCA-FGIST is a PCA-based Formalized GIST include extraction strategy that joins 

the EPCA technique with the GIST descriptor subsequent to normalizing it utilizing 𝐿2 standard. 

Formalized GIST (FGIST) descriptor is an improved version of the conventional GIST descriptor, FGIST 

can take care of the issue of changes in images' brightening and shadow by formalizing them utilizing 𝐿2 

standard. It very well may be characterized as a low dimensional portrayal, used to sum up the orientations 

and sizes of images, giving an unpleasant depiction of formalized features without utilizing any type of 

division. While the EPCA is regular element extraction and decrease strategy, abused to create another 

reduced arrangement of significant features from the first GIST features, protecting the order venture from 

the over fitting issue. The EPCA-FGIST strategy processes the GIST features from the brain images and 

finds the eigenvectors of these features that have the most elevated eigenvalues, at that point projects them 

into another element subspace equivalent or less dimensions. Assume that (𝑥, 𝑦) is a 2D Gabor channel of 

the brain picture at m scopes and n orientations, figured as: 

𝑓(𝑥, 𝑦) = (
1

2𝜋𝜎𝑥𝜎𝑦
) 𝑒𝑥𝑝 [−

1

2
(

𝑥2

𝜎𝑥2
+

𝑥2

𝜎𝑦2
) + 2𝜋𝑗𝜔𝑥]      (2) 

By using the 2D Gabor filter function f(x, y), the Fourier function transform F(u, v) can be written 

as follows: 

𝐹(u, v) = exp {−
1

2
[

(𝑢−𝑤)2

𝜎𝑢
2 +  

𝑣2

𝜎𝑣
2]}       (3) 

Where the 𝜎𝑢 and 𝜎𝑣 can be calculated as: 

𝜎𝑢 =
1

2
𝜋𝜎𝑥 And 𝜎𝑣 =

1

2
𝜋𝜎𝑦          (4) 
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Considering (𝑥, 𝑦) is a mother function of Gabor wavelet transform, the dictionary of Gabor filter is 

derived by setting up the orientation (θ) and scaling factor (α) parameters as: 

𝑓𝑚𝑛(x, y) = 𝛿−𝑚f(𝑥′, 𝑦′),             (5) 

Where n, m is integer values, 𝛼 > 1, and𝑥′, 𝑦′ is computed as: 

𝑥′ = 𝛿−𝑚(𝑥𝑐𝑜𝑠𝜃 + 𝑦𝑠𝑖𝑛𝜃)     (6) 

𝑦′ = 𝛿−𝑚(𝑥 sin 𝜃 |𝑦 cos 𝜃)    (7) 

Where we consider 0 is the number of orientations and compute the value of 𝜃 as 𝜃 = 𝑛𝜋
0⁄ ∙ The 

scale 𝛿−𝑚 in Eq. (4), (5),(6) is designed to make the energy more independent. 

To extricate brain features, four scales and eight directions of the Gabor channel are applied to 

brain images. Thusly, we get 32 brain images which will be separated into 4×4 blocks. At that point, the 

normal force estimation of each block is registered to get a GIST include vector (𝐺) that contains a sum of 

8×4×4×4=512 features [18-20]. This vector, 𝐺 will be formalized dependent on 𝐿2 standard to alleviate the 

adjustments in shadowing and illumination as follows: 

𝐺𝑖×512 =  
𝐺𝑖×512

√∑ |𝐺𝑖×𝑗|
2512

𝑗=1

                   (8) 

Assuming that T is a matrix of N×512 contains a bunch of GIST brain features (Gi). For lessening 

the redundancy among these features, and EPCA is embraced as an unsupervised learning algorithm to 

compute the matrix of optimal eigenvectors (𝑣512×𝑘). These eigenvectors will be used later to project 

𝑇𝑁×512 into a new feature compact matrix, 𝑌𝑁×𝐾 by the following equation: 

𝑌𝑁×𝐾 = 𝑇𝑁×512 ∙ 𝑉512×𝐾         (9) 

The steps of EPCA algorithm to calculate the 𝑉512×𝐾 are given in the following: 

Suppose that L is number of brain tumor classes in training dataset (T) of N GIST vectors 

{𝐺1×512,𝐺512,…., 𝐺𝑁×512}, where 𝐺𝑖×512 ∈ Real Number;each training vector belongs to a class j∈ {1,2, 

……,L}. The scatter matrix is defined as: 

𝑆𝑁×512 =  
1

𝑁
∑ (𝐺𝑖×512 

𝑁
𝑖=1 − 𝐺(𝐺𝑖×512 − 𝐺)

𝑇
            (10) 

Where G is the average of all training data vectors and calculated as: 

𝐺 = 
1

𝑁
∑ 𝐺𝑖×512

𝑁
𝑖=1                                                        (11) 
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The optimal eigenvectors (𝐸𝑉512×𝑘) can be obtained as: 

𝐸𝑉512×𝑘   =𝑎𝑟𝑔𝑘≤512
𝑚𝑎𝑥 |𝑉512×𝑁𝑇 ∙ 𝑆𝑁×512 . 𝑉512×𝑁                                           (12) 

Where {𝐸𝑉512×𝑘  | K= 1, 2… 512} represent the orthogonal eigenvectors of eigenvalues in the 

matrix (s) 

Algorithm for ENCHANCED PCA Formalized GIST 

1. Compute the mean feature vector 

  𝜇 =
1

𝑃
∑ 𝑥𝑘

𝑝
𝑘=1  , Where 𝑥𝑘 is a pattern (k=1 to P), p= number of patterns, x is the feature 

matrix 

2. Find the covariance matrix  

C = 
1

𝑃
∑ {𝑥𝑘  − 𝜇}𝑃

𝐾=1 {𝑥𝑘  − 𝜇}𝑇 where, T represents matrix transposition 

3. Compute Eigen values ƛ𝑖 and Eigen vectors 𝑉𝑖 of covariance matrix 

C𝑣𝑖 =  ƛ𝑖𝑣𝑖     (i= 1, 2, 3,……q), q=number of features 

4. Estimating high-valued Eigen vectors 

(i) Arrange all the Eigen values (ƛ𝑖) in descending order 

(ii) Choose a threshold value, 𝜃 

(iii) Number of high-valued ƛ𝑖 can be chosen so as to satisfy the relationship 

[∑ ƛ𝑖
𝑠
𝑖=1 ] [∑ ƛ𝑖

𝑞
𝑖=1 ]

−1
  ≥ 𝜃, where, s= number of high valued ƛ𝑖 chosen 

(𝑖𝑣) Select Eigenvectors corresponding to selected high valued ƛ𝑖  
5. Extract low dimensional features vectors (principal components) from raw feature 

matrix.  

              P = 𝑉𝑇x, where, V is the matrix of principal components and x is the feature 

matrix 

6. G is the average of all training data vectors and calculated as equation 11 

7. Where { 𝐸𝑉512×𝑘 | K= 1, 2,……., 512} represent the orthogonal eigenvectors of 

eigenvalues in the matrix (s) for EPCA-GIST 

 

 

Cancer of the brain is usually diagnosed when a patient begins to experience symptoms and then the 

doctor runs diagnostic tests like a CT or MRI of the brain (see following slide). Once a brain cancer is 

diagnosed, the doctor can determine a course of treatment. This may include chemotherapy, radiation, 

surgery, or a combination of approaches. The most appropriate treatment for cancer of the brain depends on 

the type, location, and size of the tumor as well as the age and overall health of the patient. 
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4. Experiment Result   

Accuracy 

Performance GLCM GA Proposed EPCA-FGIST 

TP 0.42 0.44 0.55 

FP 0.50 0.52 0.60 

TN 0.53 0.55 0.63 

FN 0.58 0.60 0.70 

Table 1: Accuracy on feature extraction methods 

The Comparison table 1 of precision Values explains the different values of existing algorithms 

(GLCM, GA) and proposed EPCA-FGIST. While comparing the Existing algorithm (BN, SVM) and 

proposed EPCA-FGIST Tagging, provides the better results. The existing algorithm values start from 0.42 

to 0.58, 0.44 to 0.60 and proposed EPCA-FGIST values starts from 0.55 to 0.70. Provides the great results. 

 

Figure4. Comparison chart of Accuracy 

The Figure 4 Shows the comparison chart of Accuracy demonstrates the existing1, existing 2 

(GLCM, GA) and proposed EPCA-FGIST values. X axis denote the validation and y axis denotes the 

performance values in Accuracy. The proposed EPCA-FGIST values are better than the existing algorithm. 

The existing algorithm values start from 0.42 to 0.58, 0.44 to 0.60 and proposed EPCA-FGIST values starts 

from 0.55 to 0.70. Provides the great results. 
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Recall 

Performance GLCM GA Proposed EPCA-FGIST 

TP 0.45 0.48 0.50 

FP 0.53 0.55 0.63 

TN 0.60 0.62 0.770 

FN 0.65 0.66 0.75 

Table 2: Recall on feature extraction methods 

The Comparison table 2 of Recall Values explains the different values of existing algorithms 

(GLCM, GA) and proposed EPCA-FGIST. While comparing the Existing algorithm (BN, SVM) and 

proposed EPCA-FGIST Tagging, provides the better results. The existing algorithm values start from 0.45 

to 0.65, 0.48 to 0.66 and proposed EPCA-FGIST values starts from 0.50 to 0.75. Provides the great results. 

 

Figure4. Comparison chart of Recall 

The Figure 4 Shows the comparison chart of Recall demonstrates the existing1, existing 2 (GLCM, 

GA) and proposed EPCA-FGIST values. X axis denote the validation and y axis denotes the performance 

values in Recall. The proposed EPCA-FGIST values are better than the existing algorithm. The existing 

algorithm values start from 0.45 to 0.65, 0.48 to 0.66 and proposed EPCA-FGIST values starts from 0.50 to 

0.75. Provides the great results. 
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Precision 

Performance GLCM GA Proposed PCA-FGIST 

Positive 0.72 0.75 0.70 

Negative 0.75 0.81 0.76 

Other 0.80 0.83 0.85 

Table 3: Recall on feature extraction methods 

The Comparison table 3 of Recall Values explains the different values of existing algorithms 

(GLCM, GA) and proposed EPCA-FGIST. While comparing the Existing algorithm (BN, SVM) and 

proposed EPCA-FGIST Tagging, provides the better results. The existing algorithm values start from 0.72 

to 0.80, 0.75 to 0.83 and proposed EPCA-FGIST values starts from 0.70 to 0.85. Provides the great results. 

 

Figure5. Comparison chart of precision 

The Figure 5 Shows the comparison chart of precision demonstrates the existing1, existing 2 

(GLCM, GA) and proposed EPCA-FGIST values. X axis denote the validation and y axis denotes the 

performance values in precision. The proposed EPCA-FGIST values are better than the existing algorithm. 

The existing algorithm values start from 0.72 to 0.80, 0.75 to 0.83 and proposed EPCA-FGIST values starts 

from 0.70 to 0.85. Provides the great results. 

5. Conclusion 

This paper is centered on understanding EPCA-FGIST techniques for brain tumor recognition 

which is a fundamental basic leadership highlight and is a piece of human services application. There exists 

numerous information digging techniques for beginning period location of brain tumor from checked 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

GLCM GA Proposed EPCA-
FGIST

V
al

id
at

io
n

Performence

Precision

Positive

Negative

Other

http://www.jetir.org/


© 2021 JETIR August 2021, Volume 8, Issue 8                                                    www.jetir.org (ISSN-2349-5162) 

JETIR2108131 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org b24 
 

cerebrum pictures like MRI. These strategies are utilized for order or grouping of info MRI pictures. 

Radiologists can utilize an algorithmic picture preparing in Brain tumor determination in MR pictures. This 

method has been done to focus on the developments of medical image processing in healthcare and 

medicine, i.e., timely detection of brain tumor for proper diagnosis. The proposed EPCA-FGIST for brain 

tumor identification system is expected to provide valuable diagnosis techniques for the physicians. 
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